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1 Introductory Material

1.1 Abstract

Iowa State University houses the largest virtual reality auditorium in the nation which seats up to two hundred fifty people fitted with stereoscopic glasses.  The current system projects a computer generated environment onto a 15'x30' screen.  An ongoing project is underway to design a personal interactive device that will be fitted in every seat in the auditorium.  The project described herein will enhance the ongoing project by developing a video recognition system that will be capable of detecting certain simple movements or inputs from the participants seated in the auditorium.  The video recognition system will capture inputs from the audience and change the projected environment to reflect the audiences intentions. 

The end result will enable large audience interaction with a virtual reality environment.

1.2 Acknowledgments

We would like to thank the staff at the Virtual Reality Applications Center, Carolina Cruz-Neira, and Paul Jewell for their technical knowledge and assistance for this project.

1.3 Definition of Terms

VR 
virtual reality

VRAC 
Virtual Reality Applications Center

VR Juggler 
A virtual reality toolkit developed by the Virtual Reality Application Center at Iowa State University.

C6
VRAC 6-sided fully immerse large-screen projection VR environment

Real-time
Processes which produce output relatively quickly after receiving input, rather then operating later than storing inputs for future processing

EDE
engineering distance education program 

2 Project Plan

2.1 Introduction

2.1.1 General Background

Iowa State University's Howe Hall contains an auditorium fitted with equipment enabling it to provide a virtual reality environment for a large group audience.  Last semester a group of students undertook the challenge of providing the entire audience a means to simultaneously interact with a virtual reality demonstration via wired controllers.  For the May0314 project, the challenge is to research and implement video recognition equipment into the auditorium to provide another means of large group interaction.  A simple VR application will also be developed to utilize these new technologies.  The final goal of the project is to fit the auditorium with two means of interaction with a VR application.  This project will provide an audience experience unlike any other, and the project will also provide the means to perform research on various forms of audience interaction.

2.1.2 Technical Problem

There are several technical issues relevant to the completion of this project.  The first task is to research analog/digital cameras and frame grabbing equipment.  The team’s goal is to explore this new technology to provide a simple means for the audience to interact with the virtual reality environment.

Another technical problem is deciding and implementing the means in which the audience will interact with the video equipment.  For example, the video equipment could respond to audience movements, or it could look for hand held color designators.  There are several possibilities for audience interaction and they will be discussed later in section 2.4.1.

The next step is to integrate the new equipment with the computers that control the virtual reality demonstration. This requires both hardware and software design in order to integrate with the existing VRAC infrastructure.  After the cameras are in place, a C++ program will be constructed to process the images captured by the video equipment.  The outputs of this program will then be passed to VR Juggler (the application that controls the VR demonstration).

In the final step, an example virtual reality application that takes advantage of the new system will be developed. A VR environment will be displayed that is controlled by large group user input.

2.1.3 Operating Environment

The primary operating environment is the auditorium in Howe Hall.  The interaction environment must be simple enough for the novice user and sturdy enough to withstand regular use. 

The secondary operating environment is the computer that is used to control the system. Software will be integrated with VR Juggler to provide functionality of the group's video recognition equipment.  

2.1.4 Intended Users and Use

The goal of the project is to provide a means for large group interaction with a VR environment. This large group participation could revolutionize the manner in which information is presented to audiences.  Uses will include academic presentations, project reviews, artistic performances, technological demonstrations, or interactive entertainment.  For example, in a classroom setting, questions could be displayed on the screen while the audience uses their control to enter answers.   Another possible use of the system is interactive movies in which the audience could make plot decisions or control the camera. Having an auditorium with video recognition equipment and handheld controllers to provide audience control could also be used for research. The system could be used in studies of human computer interaction and information retention.

The target audience is the users of Howe Hall auditorium.  The auditorium is most often used for demonstrations to high school age students and older.  However, the system is intended to be used by people of a wide range of age groups and cultural backgrounds.

2.1.5 Assumptions and Limitations

The project’s completion is contingent upon the following assumptions and limitations:

Assumptions

· Funding or equipment is available to implement video recognition equipment for another means of audience input.

· Hardware and software development and installation will not interfere with the daily use of the auditorium.

· All audience participation inputs will be available through a single interface for ease of integration with other systems.

· The Realplayer HELIX decoder (partially open source media framework from RealNetworks) will be available for use in image capturing.

· That the control stream buffering will be able to be controlled with the HELIX framework.

Limitations

· Communication with VR Juggler must be done at time critical instances because of the real-time nature of this project.  Image processing may be the time limiting factor of the project due to the delay associated with extracting meaningful data from an image. 

· Approximately 60 feet of cable will be needed to span the auditorium, which will limit the type of communication between the camera and the computer.  For example, USB cabling can only be used in 15 feet increments because of data loss.  This project will be limited to serial or parallel communications.

· To extract meaningful data from an image the minimum resolution requirement must be above 320X240.

· The funding may limit the types of devices that can be implemented.  For example, frame grabbers and video equipment can range from $100 to $10,000. 

· The network and compression buffering will limit the best achievable latency.  This may cause problems with the real time nature of the project.

2.2 Design Requirements

2.2.1 Design Objectives

The large audience participation system has been broken down into four design objectives.

· Research

Video equipment with a resolution greater than 659x494 and a focal length great enough to capture an entire audience of 255 people will be researched.  Also alternative video recognition schemes will be researched.  The use of multiple low-end cameras is another possibility.  Frame grabbing equipment/software will also need to be researched so that an image can be captured from the camera for processing.  

· Implement all hardware into the auditorium

The camera/cameras will be placed in locations that allow the lens to capture the entire audience.  The cameras must also be wired to a computer in the auditorium control room for image processing.  The wiring needs to be done so that it is unobtrusive to the daily use of the auditorium.

· Integration of hardware equipment with VR application

The camera will provide the VR application with a consensus of the user inputs.  This will be done with the video recognition equipment by grabbing a frame image of the audience’s decision and processing it with a software application that extracts that user’s input.  The data from this system will be sent to the VR application and applied. 

· Develop a VR application which utilizes this new technology
An application will be developed that allows a large audience to participate and interact with a virtual environment.  For example, a simple game of pong could be created where half of the audience controls one of the paddles and the other half control the other paddle.  This type of application would utilize video recognition for user input.

2.2.2 Functional Requirements

The large audience participation system has been broken down into three functional requirements.

· Video recognition equipment

The video equipment that will be installed will capture an image of the audience in real time.  A single image will be taken from a video stream that will be processed for the audience’s input.  The audience will perform an action (i.e. hold up a colored sign or wave a hand) that shows their desired response for the application.  The camera will capture this action.

· Image processing software

Once an image has been captured from the recognition equipment it will be processed via a software application.  This application will parse through the image to extract the appropriate inputs.  For example, if the audience were to hold up color designators for their inputs, the image processing software would extract the number of specific colors in the audience and sends this data to the VR application.

· VR application

A VR application that applies the desired inputs of the audience will be developed.  This application will accept inputs from the image processing software that gives a consensus of the audiences’ will.  See the pong example for section 2.2.1.

2.2.3 Design Constraints


The following design constraints exist for the large audience participation computer system.

· Software platform

The software portion of the system must run on a PC under an operating system supported by the VR Juggler platform (supported operating systems include Linux and Windows 2000). This is required in order to maintain interoperability with existing virtual reality software developed at Iowa State.

· Speed requirements

The system must be able to process interaction data from the audience at a speed of two frames per second in order to support real-time interaction.

· Programming language

The software side of the system must be written in C++ and Java in order to maintain compatibility with existing software.

· Usability

The audience interaction component of the system must be usable by an average person who has received brief instructions.  New applications can be developed utilizing the large audience interaction by a programmer who is familiar with VR Juggler and the system currently in place.

· Reliability

The system must require minimal setup and maintenance; it must be able to perform on a repeatable regular basis for tour groups.

· Budget

The budget will be minimal $100 initially, with additional funding available if the project shows substantial promise.

2.2.4 Measurable Milestones

In order to allow the team to track the project progress, the project has been broken down into the following measurable milestones.  The percentages given indicate the expected fraction of the project effort each milestone represents based on the Gantt chart.

· Research – 20%

During the first semester of the senior design project the group will spend much of its time researching different possible video recognition equipment.  50% of the research time will be spent on selecting the best video recognition equipment.  The remainder of the research will be aimed at the method of capturing the image from the video stream.  This will be done with a software application.  The current research points to using the Realplayer HELIX for capturing the image from the video equipment.  The research phase will be completed shortly after Thanksgiving break.

· Implement all hardware into the auditorium – 10%

After the equipment is purchased, the auditorium can be wired for the cameras.  They will also be mounted and wired to the computer in the auditorium control room.  This milestone is a signal task, but will allow the first functional test capability.  Wiring will take place early in the spring semester.

· Integration of hardware equipment with VR application – 40%

Once all the components are wired to the control room computer, software applications will interface the devices.  VR Juggler drivers will be created to handle the new hardware.  These drivers will take approximately 20% of the measurable milestone.  In addition, an application will be written to process the images captured by the video recognition equipment.  Once useable data is extracted from the hardware, VR Juggler will use the inputs to control the VR simulation.  The application to process the image will be completed by the time the cameras are installed in the auditorium.  Small modification will also be made to the VR Juggler code to handle the new hardware.  These tasks will account for the rest of the milestone.

· Develop a VR application which utilizes this new technology – 20%
To test and demonstrate the newly installed audience input devices, a VR application will be developed.  As mentioned before, a simple game of pong could provide a prefect test and demonstration of the equipment.  The VR application will then provide a concrete evidence of the projects success.  This application will be completed near the end of the spring semester.

· Documentation - 10%

Documentation will be developed which will allow future developers to add on to the system and will allow VRAC to incorporate the product into the VR Juggler suite of tools.  The documentation process will occur throughout the duration of both semesters.  Notes and other documents will be kept and developed.

2.3 End Product Description

The virtual reality auditorium at Iowa State University will be equipped with video recognition equipment capable of capturing input from the audience.  This form of large audience control will give the Howe Hall auditorium an experience unlike that found anywhere in the world.  Besides being an exciting experience for the audience, the new from of large group participation can be used for educational and scientific purposes.  To showcase this technology a VR application will also be developed.

2.4 Approach and Design

2.4.1 Technical Approaches

The first major technical decision was deciding which type of video recognition equipment that will be used.  The group had several options.  The first option was to purchase and install one camera that would capture the whole audience.  The second idea was to use several cameras to capture different portions of the auditorium.  The third and final option was to use the camera already installed in the auditorium.  Currently, the engineering distance education program (EDE) has a camera that is used to send media across the Internet.  This camera was chosen because it was more economical for the group to use existing hardware to implement the project.  The camera is also already setup to stream video across a network.  However, the other two options have not been totally abandoned.  Since the camera is already used for the EDE, it may be moved to new locations are configured differently.  If the video recognition software and the VR application can be developed using this camera, upgrading the system to use new cameras would be very simple.

The second technical decision that was made, involves the means of audience interaction with the camera.  Listed below are several of the options that were devised to allow audience interaction.

· Color designators

By providing the audience with color designators, information could be easily extracted from the group.  The color designators would be short poles with multicolored sides.  Each face of the paddle would have a different color corresponding to a different intended input.  The audience would hold up the rod and turn the face of the paddle to the intended input.  These designators could easily be captured by the camera equipment and processed.  An example of a color designator paddle can be seen below in figure 1.
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Figure 1

· Laser pointers

Laser pointers could also provide a means for the audience to interact with the VR application.  Every member of the audience would receive a small laser pointer.  The video recognition equipment would be focused on the screen of the auditorium.  The audience would then focus their laser pointers on the screen to reflect their intentions.  The cameras could then capture the screen and determine where the laser dots are.  Figure 2 shows an example how the laser spots would appear on the auditorium screen.
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Figure 2

· Audience movement
The last input device discussed for the video recognition equipment is audience movement.  The video equipment would capture audience movement instead of color designator or laser pointers to get the users intentions.  For example if a user wish the screen to move left, he would simply lean left and the camera would capture his will.  

All of the afore mentioned schemes have a similar wiring design.  The audience provides inputs that are then captured by a camera.  An image is grabbed from the camera and is processed by a software application to extract the data.  The data is then given to VR Juggler, which in turn controls the VR demonstration.

2.4.2 Technical Design

Below are the three methods of audience interaction mentioned above.  Each approach’s positives and negatives will be discussed in this section.

· Color designators

The use of color designators for audience input provides an effective way to gather information from the audience.  The amount of each color of audience input would be counted and then processed accordingly.  This system simplifies the algorithm that is needed for the image processing.  It is also simple enough for the audience to readily understand what is required of them.  The major draw back to this system is the limited nature of the inputs.  For example audience members can only respond with a limited number of colors.  However, this is the scheme the group decided to implement.  Audience members would have no problem remembering and using a paddle with two colors as means of inputs.  Any more color choices may cause usability issues.  Another reason for the implementation of this scheme is the simplicity of the image capturing and processing.  Capturing colors is more difficult then laser spots on a screen, but is much more achievable then capturing audience movement.

· Laser pointers
Laser pointers would provide an extremely effective, yet simple form of audience interaction.  By focusing a laser spot on the auditorium screen a member of the audience could provide input.  This is again simple for image processing as well as user understanding.  The major drawback of this system is again the limited nature of the inputs.  Another disadvantage is that audience members would no longer be able to be associated with their input.  The audience poll would in a sense be anonymous.  For this reason the idea of laser pointers was abandon.

· Audience movement
The last form of audience input is by simple movements.  This is the most interesting and complex form of audience input.  Small motions give the user a larger number of inputs and also provide a means to show degrees of input.  For example, a person can slightly lean left or and drastically lean left.  Each would correspond to a different interpretation from the VR application.  The downfall of this form of audience participation is the complexity of processing the audience movements.  The groups choose to implement the color designators first to prove concept.  The camera equipment and application could easily be upgraded to incorporate this method of input.

2.4.3 Testing Description

Listed is a testing description for each element in the project.  The three major items are camera equipment, videos analysis software, and the VR application.

· Video Capture

Image capture (controlling computer and cameras) will need to be able to deliver image data in real time to the analysis package in use. Monitoring the computer in the auditorium control room will test this.  

· Video Analysis

The application written to extract data from the captured images will be tested with predefined test cases.  Test jpegs of the auditorium will be created with know audience inputs.  These images will be processed by the application and used to verify its functionality.

· Application tests

A demo application receiving audience inputs will test the delivery of events into VR Juggler.  This application will also test the video recognition equipment.  The application will be a means of making sure the entire systems works flawlessly.

2.4.4 Risks and Risk Management

· Team Risks

Product delivery could be seriously impacted by the loss/workloads of the team members. Care has been taken to avoid schedules, which depend critically on a single team member.  Regular scheduled meetings have kept the group informed and action will be taken if any member of the group needs assistance.

· Support Risks

· Budget

Available budget will likely be the primary driving issue in selecting imaging hardware and may impose restrictions on the system's capabilities.  This risked caused the group to use the EDE video equipment for the first implementation of the system.

· Personnel

This project will require support from VRAC personnel who may have limited time to spend with the group.  Careful planning and time management will make effective use of the support personnel’s time.

· Technical Risks

· Video Delivery

Delivery of real-time image data of the required quality, at the distances required to reach the machines controlling the auditorium, will require integration with the VRAC video switching.

· Capture

Image capture will need to be performed as close to the cameras as possible. This will require an infrastructure to support the computer containing the video capture device.

· Image Recognition

The problem of extracting useful interaction data from a series of images is a large potential risk.  Currently the image processing software will receive images from the EDE camera.  These images are 320X240.  This may create problems extracting usable data from the small resolution.

2.5 Financial Budget
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Calculation

Original Estimated Cost

Revised Estimated Cost

Image Processing Camera

$3,000

0

Controller Casing

260 controllers * $20

$5,200

0

Misc. Materials & Supplies

$1,000

$100

VRAC Computer Time

27wks * 3hrs/wk*$200/hr

$16,200

$16,200

Outside Labor & Assistance

27wks * 1hrs/wk *$200hr

$5,400

$5,400

Total

$30,800

$21,600

Table 1

Table 1 is the original and revised estimated financial budget for the two semesters of the project.  The image-processing camera is an expense that is no longer needed because the EDE camera is currently being used.

Controller Casings for last semester’s personal interactive devices were to be researched.  However, because of problems with the completion of last semester’s controllers the group decided not to continue with the casing.  

Miscellaneous materials and supplies may be needed throughout the next year.  Wires, cables, and shipping costs are things that may be needed.

VRAC computer time is the cost for running demos or tests while using the facilities of the Virtual Reality Department.  This also includes use of C6 and auditorium.  These calculations still appear to be accurate.

Outside labor and assistance is for the amount of time that our group may take from a professional for advice.  Glen Galvin and Paul Jewell both oversee the auditorium activities and will need to be consulted on all actions that are taken.  Their assistance is estimated at a value of $200 an hour.  These calculations also seem to be a good estimate.  

The majority of the funding will come from VRAC.  Grants and other donations will be pursued in order to cover the entire budget.

2.6 Personnel Effort Budget

Personnel Budget


[image: image4.wmf]Personnel

Original Estimated Effort (Hours)

Revised Estimated Effort (Hours)

Aaron Bryden

118

120

Mark Hansen

121

116

Jeff Hoelscher

116

112

Ben Jackson

119

117

Kevin Puetz

117

121

Anthony Serra

112

115

Total

703

701


Table 2

Table 2 represents how many hours the team plans to put into this design project.  Each member of the group plans to work nearly 4 hours per week for the next 29 weeks that school is in session.  Vacations, breaks and class schedules are the reason for the differences in effort.   The revised estimated effort is due to changes in individual schedules.
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Research

Image Processing

Drivers

Application

Other

Aaron Bryden

Mark Hansen

Jeff Hoelscher

Ben Jackson

Kevin Puetz

Anthony Serra

Total


Table 3
Aaron Bryden and Kevin Puetz will be mainly working with the software applications that will be used to react to the audience's decisions.  The primary tasks will be to develop drivers for the newly installed hardware and to create a VR application that utilizes the large audience participation.  This portion of the project will span both semesters and will take the time allotted for VRAC computer use.  Aaron will spend most of his time writing the VR application, while Kevin will focus on creating the drivers for the hardware.

Mark Hansen, Jeff Hoelscher, Ben Jackson and Anthony Serra will be mainly working with image processing and the completion of last semester’s project.  The primary tasks will be to research and implement the new video recognition hardware, construct an application to process the image captured by the video equipment, and wire the auditorium.  Jeff will research video equipment.  Mark and Ben will work collectively on creating the image processing application and provide assistance to the completion of the PIDs when needed.  Anthony has worked in the Howe Hall auditorium in the past and because of his knowledge will have a hand in all the projects.

2.7 Project Schedule

Figure 1 represents the estimated schedule for the first semester.  Since there are six members, the group should be very productive in the next year.  There are two main objectives for the first semester.  The first objective will be to research and order the necessary equipment for video recognition.  By the end of the first semester an image-processing camera with frame grabbing capabilities will be installed in the VR auditorium.  Ultimately this has already 

The second objective is to begin writing the software application and drivers to be used with the simultaneous inputs received by the camera and controllers.  By the end of the semester, the drivers for VR Juggler should be written and the application started. 

Also throughout the first semester, last semester’s group may require assistance in fabricating the PIDs.  This will only be done on a need basis.  However, some research will be started on appropriate casing for the controllers.

Figure 2 represents our estimated schedule for the second semester.  There are three main objectives that need to be completed in that semester.  The first objective is to help complete the PIDs and the wiring of the auditorium.  By the beginning of March, all of the controllers should be fitted will cases and all of the seats should be equipped with plug-n-play sockets.  

The second objective is to finish the real-time processing of the video image.  Inputs to the drivers must be consistent with those seen by the controllers in the auditorium.  By the beginning of April the auditorium should also be equipped with video recognition capabilities.  

The third and final objective of the senior design project is to complete a software application that allows for large audience participation.  Once the software is completed it must be integrated with the controllers and the video recognition software and tested.  By the end of April, the entire auditorium should set for large audience participation.  

3 Closure Material

3.1 Project Team Information

Dr. Carolina Cruz-Neira - Faculty Adviser

Address:  1620 Howe Hall

   Phone:  515-294-5685

       Fax:  515-294-5530

    Email:  cruz@iastate.edu
Anthony Serra - CprE

Address:  1101 Lincoln Way

   Phone:  515-233-9939

    Email:  tserra@iastate.edu
Aaron Bryden - CprE

Address:  7324 Frederiksen Ct

   Phone:  515-572-7992 

    Email:  abryden@iastate.edu
Kevin Puetz - CprE

Address:  7324 Frederiksen Ct

   Phone:  515-572-7992

    Email:  puetzk@iastate.edu

Mark Hansen - EE

Address:  316 Lynn Ave Rm #207

   Phone:  515-460-2303

    Email:  hansen88@iastate.edu

Ben Jackson - CprE

Address:  3017 Lincoln Way

   Phone:  515-268-3018

    Email:  jackson6@iastate.edu

Jeff Hoelscher - EE

Address:1214 Frederiksen Ct.


  Phone:  515-572-0007
    Email:  jhoelsch@iastate.edu

3.2 Summary

This project for large audience participation in a virtual reality auditorium will greatly enhance the large group participation capabilities at Iowa State University.  The video recognition will provide the audience with a way to interact as a large group without handling a controller.  The completion of this project will give Iowa State University a cutting edge large audience virtual reality environment that can be used for educational, entertainment, and research.

3.3 References
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www.vrjuggler.org
VR Juggler website
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